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Abstract
The Magnitude and Distance Amplitude Correction (MDAC; Taylor and Hartse, 1998;
Taylor et al., 2002) procedure for correcting regional seismic amplitudes for seismic
event identification has been modified to include more realistic earthquake source models
and source scaling. In the MDAC2 formulation we generalize the Brune (1970)
earthquake source spectrum to use a more physical apparent stress model that can
represent non-constant stress-drop scaling. We also event include a parameter that allows
for variable P-wave and S-wave comer frequency scaling, imposing some of the
constraints of ratio correction techniques (Rodger and Walter, 2002). VeryStable
moment magnitude measures (Mayeda et al., 2002) from regional coda wave envelopes
that have been tied to independently derived regional seismic moments are incorporated.
This eliminates two fitting parameters that were necessary in relating seismic moment to
magnitude. The incorporation of Bayesian tomography to replace the assumption of a
constant Q0 model is also described. These modifications allow for more flexibility in the
MDAC grid-search procedure. The direct tie to regional seismic moment rather than
body wave magnitude reduces effects of upper mantle bias on the corrected amplitudes.
In this paper, we develop the theory and test the formulation on Nevada Test Site (NTS)
data.



Introduction
Effective earthquake-explosion seismic discrimination has been demonstrated in a broad
variety of studies using ratios of regional amplitudes in high frequency (primarily 1-20
Hz) bands. When the earthquake and explosion are nearly co-located and have similar
size we can understand the observed seismic contrast in the relative P-to-Lg excitation
shown Figure 1 in terms of depth, material property, focal mechanism and source time
function differences. The availability of reference earthquakes and particularly nuclear
tests to compare to a new event in question however is highly non-uniform and limited.
Therefore in real monitoring situations we are often interested in comparing events that
are not co-located and may have quite different sizes. In order to make sure any observed
differences between a new event in question and the reference events (or models) are not
due to differences in path or magnitude we must correct for these effects.

Figure 1. Overview of earthquake-explosion discrimination at the Nevada Test Site
(NTS). Left-hand map shows the location of NTS and some regional seismic
stations. Center plot shows NTS earthquakes and explosions studies by Walter et
al. (1995). Right-hand side shows high frequency seismograms at station KNB
demonstrating the characteristic difference in relative P(Pn, Pg) amplitude to 
amplitude. The causes of this difference our outlined in the schematic profile.

The goal of the original Magnitude and Distance Amplitude Correction (MDAC)
procedure (Taylor and Hartse, 1998; Taylor etal., 2002) was to remove any magnitude
and distance trends in the regional phase amplitudes and any of the discriminants formed
from those amplitudes. The corrected amplitudes can then be taken in combination to
form multivariate normal discriminants. Because the entire spectrum of each phase is
corrected this technique allows for maximal flexibility in the construction of optimum
discriminants. MDAC enables the construction of discriminants that follow a
multivariate normal distribution. This allows for the application of likelihood-based
classification methods having a sound statistical basis.

Using a large set of earthquakes, the MDAC methodology involves the fitting of a simple
one-dimensional propagation model and earthquake source model to observed regional
seismic spectra. The method generates synthetic spectra which when properly calibrated
and removed from the observations can eliminate magnitude and distance correlations.



Spatial corrections to the MDAC residuals (corrections) can be computed using non-
stationary Bayesian kriging (Schultz et al., 1998) to account for departures from the
simple one-dimensional propagation model. In this report, we will describe the MDAC2
methodology and then present some applications to NTS earthquake and explosion data.

MDAC2 Methodology
To model and understand regional seismic spectra we need to break down the
observations into their component parts. The observed instrument-corrected regional
phase spectra can be thought of as a convolution between the recording instrument, the
source and the path. In the frequency domain we can write this out as a cascading
multiplication:

Ao(to ,R)= S(to )G(R)e(to )B(to,R) (1)

where to is the angular frequency, R is distance and:

S(to) is the source spectrum,
G(R) is the geometrical spreading,
P(to) is the frequency dependent site effect
B(to, R) is the apparent attenuation

c is the velocity of the phase and Q(to) is the frequency dependent quality factor. Here
we have split the path effect into three pieces: 1) a frequency independent geometrical
spreading component, 2) a range independent and frequency dependent site effect
component, and 3) an apparent attenuation component.

The MDAC2 prediction of the observed, instrument-corrected spectra is then given by:

A.(to, R) = S(to)G(R)P(to )B(to, (2)

We linearize equation (2) by taking the logarithm of both sides:

log Am (to, R) = log S(t0) + log G (R) + log P(to) + log (3)

To remove the data trends with distance and magnitude, we correct the observed
spectrum, At(to,R), by subtracting the log of the MDAC2 spectrum in equation (3):

log A~(to, R) = log Ao(to, R) log A.(to,R) (4)

These corrected spectra or residuals Can then be kriged to further reduce unmodeled path
effects (e.g. Schultz et al., 1998). In order to use equation (3) to make these corrections
we must define each of its terms. Here we will discuss each one below.

Source Spectra S(to)
The original MDAC procedure involved estimating and removing a simple theoretical
earthquake spectrum from the data to remove any magnitude and distance trends in the
regional phase amplitudes and any discriminants formed from those amplitudes (Taylor
and Hartse, 1998; Taylor et al., 1999). Here we refine and improve the procedure by



generalizing the source model, taking advantage of independent moment estimates and
reducing some of the free parameters.

The source spectrum depends upon the seismic moment and stress drop and can have
additional complications due to non-constant stress drop scaling and differential P/S
comer frequency effects that we will discuss later. We require different phases for the
same event recorded at the same station to have the same moment and apparent stress (or
stress drop) values and other source parameters, such as comer frequencies, to be related
to each other. This effectively imposes some of the ratio constraints discussed in
Rodgers and Walter (2002) on the amplitudes and improves discrimination performance.
While such models of source spectra are certainly oversimplified, they have proven track
records of providing good first-order fits to real earthquakes. In addition they also
provide simple theoretical models to use in aseismic areas.

We revise the original MDAC formulation in two ways:

1) We take advantage of the very stable moment magnitude determinations from regional
coda envelopes (see Mayeda et al., 2002). The coda-based technique provides an
accurate and independent estimate of moment from as few as one station. Using a direct
measure of moment also eliminates the need to scale from other magnitudes such as mb to~
moment eliminating two fitting parameters from the original formulation (Taylor et al.,
2002)i The combination of using the more stable coda measure and eliminating two free
parameters should reduce scatter in the resulting correction.

2) We generalize the Brune (1970) source spectrum to allow for arbitrary stress scaling.
A problem with non-constant stress drop scaling is that the Brune (1970) model 
specifically set up as constant stress drop model. Taylor et al. (2002) implemented 
non-constant scaling, but at a cost of having to introduce a non-physical parameter whose
units varied with scaling. This was necessary in order to maintain proper units for stress
drop (MPa).

We reformulate the source term as follows, starting with the Brune (1970) spectral shape:

s(o ) (5)

+to)
where So is the zero frequency spectral level and o~c is the angular comer frequency (2~f~).
We parameterize So using the seismic moment, Mo and the well known relationship
between them (e.g. Aki and Richards, 1980):

So= FMo where F= P~ (6)
4ar(p,p yc ’2

where R0+ is the radiation pattern coefficient appropriate to the given wave type, p is the
density, c is the velocity of the given wave type and the subscripts r and s refer to the
receiver and source region respectively, Note we have already removed the geometrical
spreading term G(R) as a separate function in equation (3). To parameterize the comer
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frequency, we reformulate the stress drop in terms of a more general stress parameter, the
apparent stress (e.g, Wyss, 1970):

a. : ~E (7)

where E is the Seismically radiated energy and Ix is the rigidity at the source. The
seismically radiated energy in any particular wave type with velocity c and a spectrum
given by equation (5) can be determined by integrating to energy flux through 
imaginary sphere of radius R around the source and considering only source properties
we find (Walter and Brune, 1993):

substituting in equation (6) to rewrite So in terms of Mo and considering the material
property values at radius R to be those of the source, and geometrical spreading to be 1/R
gives:

Equation (9) can now be used with equation (7) to determine the comer frequency scaling
for a particular phase in terms of apparent stress.

To keep the source parameters related we want to use a single apparent stress parameter
for each event and therefore we sum the energy from all the regional phases (e.g. Pn, Pg,
Sn and Lg) to find the total radiated body-wave energy to put into equation (7). This
effectively imposes some of the constraints that have been used in ratio correction
techniques (e.g. Rodgers and Walter, 2002) while retaining the flexibility of working
with individual corrected phase amplitudes. For simplicity we group the P-waves and S-
waves together and use an additional parameter to link the P- and S wave comer
frequencies:

where subscripts P and S denote P- and S-wave comer frequencies and ~ is the scale
factor. For the Brune (1970) model ~ is the ratio of the wave velocities, but other studies
have shown that the comer frequencies are more equal (~ =1). So typically we set
1 <__ ; _< v, i v,. By including this parameter we allow maximum flexibility. We treat the
energy radiated as the simple sum of P and S wave energy:

and use it along with equations (7), (9) and (10) to solve for the S-wave 
frequency:

(11)



where02l
’[, a,
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Here we also used [.t=ps~s2. Equation (12) provides a general relationship between corner
frequency, moment and apparent stress. A number of previous studies (e.g.
Abercrombie, 1995, Mayeda and Walter, 1996) have shown that apparent stress can
increase with increasing moment. In order to allow this possibility we introduce a

¯ generalized apparent stress moment relationship:

(M)"- (13)a.- a. M~

where a,’ is the apparent stress at the reference moment Mo’. For constant apparent stress
~p=0 and the corner frequency in equation (12) scales as Mo1/3 as in the Brune (1970)
model. This formulation using equations (12) and (13) allows us to put in a physical 
constant stress scaling such as the quarter root scaling (ap=l/4) observed by Mayeda and
Walter (1996) for western U.S. earthquakes. This also allows for better agreement
between the coda-determined spectra and those produced by MDAC2.

Geometrical Spreading: G(R)
Seismic waves spread out as they propagate through the Earth. Under conservation of
energy this leads to amplitudes diminishing as well. Traditionally this geometrical
spreading effect has been characterized as proportional to distance to a negative power.
We follow Street et al. (1975) to define a geometrical spreading factor that has a critical
distance Ro within which the spreading is spherical and beyond which is decays as
distance to the power ~1-

(14)

This formulation accounts for the crustal waveguide effect on some phases such as Pg
and Lg. For upper mantle phases Pn and Sn we can set Ro to a small number (e.g. 1 km).
This term has not changed from the original Taylor et al (2002) formulation. 
recognize that complex velocity structure can make the geometrical spreading factor
frequency dependent for upper mantle phases (e.g. Sereno and Given, 1990) and
anticipate that station-centric kriging will aid in accounting for some of these
complexities.

Site effect: P(o~)
It is well known that even for small changes in recording location (such as elements
within an array) the amplitude of an observed seismic wave can vary significantly. Part
of this is due to impedance effects, that is under conservation of energy the amplitude of
the seismic wave will increase in slower, less dense material (e.g. sediment) and decrease
in faster more dense material (hard rock). In addition there can be resonance due 



layering, topography and scattering effects that cause small-scale variations in
amplitudes.

We allow for a frequency dependent site effect as P(o)) independent of range similar to
that cause by impedance contrasts. Site effects that are functions of range, azimuth or
location are accounted for in other terms or in the kriging of the residuals. The site effect
term can also account for unmodeled relative source excitation factors between phases so
in some sense combines site and relative phase excitation terms.

Apparent Attenuation: B(m,R)
As waves propagate through the imperfectly elastic earth they lose energy and their
amplitude decreases. This can be caused both by inelastic energy absorption and by
scattering. In addition it can be difficult to separate these attenuation effects from
geometrical spreading effects. Here we do not try to separate intrinsic and scattering:
attenuation. Rather for a given geometrical spreading we model the remaining effect as
apparent attenuation defined in terms of the Quality or Q factor:

B(to, R) = ex 2~’mm (15)

We follow the standard practice for regional phases of allowing a linear frequency
dependent Q in the form:

(16)

If previous studies or Q tomography is available independently then these can be used to
determine the attenuation. Otherwise the Qo and ,/terms are solved for. This apparent
attenuation formulation is the same as in the original MDAC (Taylor and Hartse, 1998;
Taylor et al., 2002).

We have added the ability to incorporate Bayesian attenuation tomography to the
MDAC2 methodology (Tarantola, 1987; Taylor et al., 2001). Tomographic results from
prior studies can be used or built upon using a Bayesian approach that accounts for
inadequacies of the assumption of a constant Qo for a large region. The advantages of a
Bayesian approach to tomography are that large-scale and high-resolution tomographic
models available from other well-accepted studies can be used as prior background
models. The resulting refined tomographic model blends into these prior background
models. Moreover, the error budget is well established in a Bayesian framework. We
assume a general linear Gaussian (least squares) model, where the covariance matrix 
partitioned into data and prior model components. Uncertain data are naturally down
weighted and certain model components will be subject to small perturbations.

MDAC2
Now that we have defined all the terms in equation (3) we substitute them in and write
out the predicted MDAC2 log spectrum:
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for the appropriate wave type with velocity c. So for a given moment Mo and distance R,
the MDAC2 spectrum is calculated using equation (17), F is determined from equation
(6), c from equations (12) and (13), anG(R)is gi venby equation (14).

Application to NTS events
We first want to test and compare the MDAC2 spectral predictions to data in a region
with well-known attenuation and geometrical spreading to make sure everything is
working properly. A natural choice for initial testing are the well studied NTS regional
data recorded at LLNL’s regional stations in the Basin and Range region of theWestem
U.S. The June 1992 Little Skull Mountain earthquake occurred in the southern portion of
NTS (see Figure 1) and was followed by many aftershocks. These data have been well
studied for discrimination (Walter et al., 1995) and source parameters and moment
magnitudes were calculated for them (Mayeda and Walter, 1996).

Attenuation and geometrical spreading values for regional phases have been the subject
of many studies in the Basin and Range (e.g. Chavez and Priestley, 1986, McCormack et
al, 1994, Benz et al 1997). We use geometrical spreading and Q values of Walter
(unpublished data) which are very similar to those found in prior studies. They are
shown in the table below:

Phase Ro 11 Qo Y
Pn 1 . 1.1 210 .65
Pg 100. 0.5
Lg 100. 0.5

190
200

.45

.54

An example of the MDAC2 simultaneous fit to Pn, Pg and Lg spectra is shown in Figure
2 for the Little Skull Mountain earthquake mainshock recorded at station KNB in Utah
about 300 km distant (see Figure 1). Figure 2 shows the effect on the spectral fitting 
the variable ~, the P to S comer frequency ratio. The left-hand plot is for equal comer
frequency values while the right hand plot is for high P comer frequency by the ratio of
the wave velocities (1.73). The best fit appears to be closer to equal comer frequency
values.



MDAC2 fit to Mw=5.68 Little Sku|l Mountain earthquake
for two different P/S comer frequen~ values

O)cp=(Ocs

Figure 2. Comparison of the effect of P-to-S comer frequency variable on spectral fits.

Another example of MDAC2 scaling is shown in Figure 3. Here we show Lg spectra for
the Little Skull Mountain mainshock and two aftershocks. The coda moment magnitudes
are from a previous study (Mayeda and Walter, 1996). Note that the constant apparent
stress model on the left does not fit the data as well as the stress scaling with Mo t~4 shown
on the right. This is consistent with our previous spectral studies using coda (Mayeda
and Walter, 1996).
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An example of MDAC2 fi~ to Lg spectra fr~ the 1992 Little Skull Mountain
sequence at: Me Nevada Test Site: Mainshoclt.and two aftershocks.

Mw=4.32

Figure 3. Comparison of the effect of apparent stress scaling on the spectral fits.

Application to Uncalibrated Regions

For uncalibrated regions the geometrical spreading parameters (Ro, rl), attenuation
parameters (Qo, y) and source scaling parameters need to be solved for. As with previous
versions of spectral (Taylor et al, 2002) and ratio (Rodgers and Walter, 2002) fitting 
use a grid search technique. In practice we search only a few values of ~ (e.g. 1, 1.73)
and xp (e.g. 0 and 0.25) and concentrate our search on the other parameters. The MDAC
2 formulation has been coded in Matlab by SteveTaylor and in FORTRAN by Arthur
Rodgers. Tests of the FORTRAN code show that fitting several hundred events at a
given station is quit feasible in a reasonable amount of time. The full description of the
grid search codes, their application to uncalibrated regions and the resulting
discrimination performance is beyond the scope of this paper and will be included in a
future more comprehensive write up.
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